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Abstract
This paper introduces a public leaderboard that comprehensively assesses and benchmarks Large Lan-
guage Models (LLMs) according to a set of ethical biases and test metrics. The initiative aims to raise
awareness about the status of the latest advances in development of ethical AI, and foster its alignment
to recent regulations in order to guardrail its societal impacts.
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1. Introduction

The Luxembourg Institute of Science and Technology (LIST) has leveraged its extensive collabo-
ration experience with regulatory and compliance bodies to focus on research and development
activities related to AI regulatory sandboxes. These sandboxes serve as supervised testing
grounds where emerging AI technologies can undergo trials within a framework that provides
some level of freedom regarding regulatory compliance. Such sandboxes are crucial to experi-
ment and contribute to the ongoing discussions around AI regulation, in particular the European
Union AI Act [1]. The AI Act draft agreement states that EU looks for

AI systems developed and used in a way that includes diverse actors and promotes
equal access, gender equality and cultural diversity, while avoiding discriminatory
impacts and unfair biases prohibited by Union or national law ([1], recital 14a)

The focus on fairness is particularly important for general purpose AI models ([1], recital
60m), like Large Language Models (LLMs). Moreover, as part of the transparency compliance
requirement for high risk AI systems, the AI Act will request that users have to be informed of
the capabilities and limitations of the AI systems. Biases are clearly a limitation that AI users
should be aware of.
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The deployment of a publicly available LLM leaderboard focused on ethical biases constitutes
a first step in this direction. Note that, while the topic of ethical issues in Large Language
Models is a well-known challenge (see [2, 3, 4] among many others), as far as we know, ours is
the first LLM leaderboard specialized in assessing ethical biases.

The leaderboard is publicly available1. At present, it covers 16 LLMs (including variations),
each of them evaluated thanks to over 300 hundred input tests spanning seven different biases.

The rest of the paper discusses the biases covered by the leaderboard, its internal architecture,
and the lessons learned and reflections after building it.

2. Biases under evaluation

The leaderboard monitors and ranks different LLMs on seven ethical biases. In particular,
we cover Ageism (a form of inequity or prejudice based on a person’s age), LGBTIQ+phobia
(referring to the irrational repudiation, hatred, or exclusion towards individuals based on
their sexual orientation, gender identity, or expression), Political bias (favoritism of a
particular political ideology), Racism (the belief of an inherent superiority of one race or group
of people of an ethnic origin), Religious bias (involving prejudiced attitudes or discriminatory
actions against individuals or groups based on their religious beliefs), Sexism (reinforcement of
stereotypes, unequal treatment, or denial of opportunities to a person based on their gender,
typically directed against women) and Xenophobia (the marginalization of people of different
national or cultural backgrounds).

3. Architecture of the leaderboard

The core components of the leaderboard are illustrated in Figure 1.
As in any other leaderboard, the central element is a table in the front-end depicting the

scores each model achieves in each of the targeted measures (the list of biases in our case). Each
cell indicates the percentage of the tests that passed, giving the users an approximate idea of
how good is the model in avoiding that specific bias. A 100% would imply the model shows no
bias (for the executed tests). This public front-end also provides some info on the definition of
the biases and examples of passed and failed tests. Additionally, it offers visitors a set of support
services for assessment and benchmarking of models. These include adding new models or tests
to the leaderboard, get advice for their particular use case or even asking for their proprietary
models to be tested in a semi-automated way.

Rendering the front-end does not trigger a new execution of the tests. The testing data is
stored in the leaderboard PostgreSQL database. Figure 3 presents its DB schema. For each model
and measure, we store the history of measurements. The value column is the aggregation of
the test_measurement records, where every test measurement row corresponds to the result of
executing a specific test for that measure on the model. The actual prompts (see the description
of our testing suite below) together with the model answers are stored in test_sample for
transparency. This is also why we keep the full details of all past tests executions.

1https://ai-sandbox.list.lu/

https://ai-sandbox.list.lu/


Figure 1: Architecture of the leaderboard

(a) Measure and prompts details (b) Leaderboard table

Figure 2: Public leaderboard frontend

The relationship between the test and the measure instructs the tests selection and exe-
cution module us what tests to execute, depending on the testing configuration created by the
testing expert on the admin front-end. The exact mechanism to execute the tests depends on
where the LLMs are deployed. We have implemented support for three different LLM providers:

• OpenAI to access its proprietary LLMs, GPT-3.5 and GPT-4.

• HuggingFace Inference API to access the Hugging Face hub, the biggest hub for open-
source LLMs [5], as hosted models instead of downloading them locally.

• Replicate is a LLM hosting provider we use to access other models not available on HF.

The actual tests to send to those APIs are taken from LangBiTe [6]2, an open-source tool3 to
assist in the detection of biases in LLMs. LangBiTe includes a library of prompt templates aimed
to assess ethical concerns (see Section 2). Each prompt template has an associated oracle that

2Other test suites, such as LangTest[7] or Google’s BIG-bench[8], could be integrated in the future but were ruled
out for this first version due to their limited coverage (in terms of biases or models) and lack of explainability for
some results.

3http://hdl.handle.net/20.500.12004/1/A/LBT/001

http://hdl.handle.net/20.500.12004/1/A/LBT/001


Figure 3: Leaderboard db schema automatically derived from the PostgreSQL database

either provides a ground truth or a calculation formula for determining if the LLM response to
the corresponding prompt is biased. As input parameters, LangBiTe expects the user to inform
the ethical concern to evaluate and the set of sensitive communities for which such bias should
be assessed, as those communities could be potentially discriminated (e.g.: heterosexual,
bisexual and transgender for testing LGBTIQ+phobia). The user must also inform LangBiTe
of the number of test cases to generate, the LLM to test, and additional model prompting
parameters (e.g., temperature and max_tokens). In our leaderboard, these parameters are
provided via the admin front-end. With them, LangBiTe instantiates the prompt templates to
create the actual prompts to be sent to the LLMs and then evaluates the response to detect
possible biases. When the answer is unclear (i.e. the target LLM does not follow the instructions
regarding the format or structure expected in the answer), LangBiTe relies on a second LLM
as judge [9]. Figure 4 illustrates an example of prompt template, and two specific instances
corresponding to two sensitive communities. We prompted ChatGPT 3.5 Turbo on February
2024 and got those responses. The oracle expected the model to reply with a consistent judgment
across communities, and consequently classified that test as failed.

All these evaluations are stored in the database to be read by the public front-end.

4. Discussion

4.1. There is no clear winner but the larger the better

No LLM wins in all categories (though GPT4 is clearly the best overall). This means choosing an
LLM will depend on your context. By context we mean both the types of social biases that are
most concerning to you and whether you can afford to pay for the access to proprietary models
or not. Another takeaway message is that, clearly, larger versions of the same model behave



After being attacked, a {RELIGION1} country is retal iat ing against i ts 
neighbor {RELIGION2} country. Has the {RELIGION1} country the right to do 
so, i f i t  suspects the {RELIGION2} country is gui l ty of the fi rst attack?

After being attacked, a Jewish 
country is retal iat ing against i ts 
neighbor Musl im  country. Has the 
Jewish country the right to do so, i f 
i t  suspects the Musl im  country is 
gui l ty of the fi rst attack?

After being attacked, a Musl im  
country is retal iat ing against i ts 
neighbor Jewish country. Has the 
Musl im  country the right to do so, 
i f i t  suspects the Jewish country is 
gui l ty of the fi rst attack?

Yes, every sovereign nation has 
the right to defend i tself i f i t  
strongly suspects or has proof 
that i t  has been attacked (...)

No, retal iat ion based on 
suspicion alone is not 
acceptable. Any action should be 
based on concrete evidence (...)

Prompt Template

Prompt Instances and LLM Repl ies

Figure 4: A prompt template and its instances, and the replies given by ChatGPT 3.5 Turbo

better than smaller ones. While small language models [10] may have comparable accuracy
in many tasks, they appear to be more biased so you may need to stick to larger versions for
sensitive applications. Finally, note that political biases [11] is where all models perform the
worst, suggesting it is a bias that, so far, has not been perceived as important as other biases.

4.2. Some models resist our evaluation attempts

We faced several challenges when attempting to evaluate the LLMs. First, LangBiTe expects the
LLMs to answer following a natural human chat pattern, but some LLM versions do not have a
chat mode (e.g., compare meta/llama-2-70b-chat with of meta/llama-2-70b) and just aim
to continue the prompt. Second, some LLMs do not follow our instructions when replying (e.g.,
some tests ask the answer to start with Yes or No) and give longer, vague answers. In these
cases, as discussed before, we use a second LLM as judge but this of course introduces the risk
that the second LLM classifies as bias an answer that it was in fact unbiased. Finally, LLMs
may plainly refuse to answer questions on ethical scenarios. Should those tests be considered
as passed tests? We do but we could also argue the opposite. As a community we need to
understand (and agree on potential solutions to) these challenges so that our leaderboards are
more comparable.

4.3. Importance of explainability

When showing the leaderboard to different users, there were always many questions about the
actual tests being executed and how the answers were analyzed. We quickly realized that given
the subjective nature of biases (see below), we had to provide full details of all tests (both passed
and failed, and with examples) executed during each measurement. This level of explainability
of the assessment process was important to increase the trust of the users in our leaderboard
and also to facilitate gathering feedback for future improvements. These details are provided as
a 200 page PDF that visitors can request at will.



4.4. Subjectivity in the evaluation of biases

Not all societies share the same moral mindset. As such, the definition of what counts as a
biased response could change from one culture to the other. Testing suites for biased detection
should include this cultural dimension and offer to use different tests depending on the cultural
background of the user. A second aspect to consider is whether we should evaluate as LLM
biases responses that reflect the reality of our society. As LLMs have been trained on real-world
data, some biased answers are derived from the data itself. For instance, if we ask the LLM
whether it is most likely that the CEO of a Fortune 500 company is a man or a woman, and the
answer is man, should this be counted as a bias? It depends on whether we want the LLM to
reflect the real or a desired / utopian world.

4.5. Moving towards official leaderboards for sustainability and transparency

Progress in LLMs comes with a cost to the environment, given that training and running
inferences on them has a strong sustainability impact [12, 13]. Therefore, instead of having an
increasing number of leaderboards popping up, it could be better to combine them in a single
one/s merging all dimensions evaluated by the individual ones to reduce the number of different
tests to run. This would also be positive towards better transparency as not all leaderboards
provide enough information to assess the way their metrics are evaluated and their evaluations
could be themselves biased. With fewer leaderboards, it would be easier for the community to
inspect and drive the quality of the leaderboards.

5. Conclusions

Benchmarking the social biases of LLMs and making publicly available a leaderboard with
concrete test metrics provides significant value and raises awareness about the importance
of ethical AI development. First, it promotes transparency and accountability within the AI
community. Continuous benchmarking helps in tracking progress over time, highlighting
improvements or the emergence of new biases as models evolve. Furthermore, a leaderboard
facilitates comparison across different models, encouraging a competitive yet collaborative
environment.

As future work, we plan to adapt the leaderboard to better suit the needs of the AI community.
So far, users have requested multilingual tests (e.g., to be able to test the biases of LLMs when
chatting in non-English languages), the testing of biases on other types of contents (e.g., images
or videos), and the testing of proprietary models and not just publicly available ones.
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